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 We achieve SOTA results on
with a large improvement!

 Previous SOTA in adversarial training (Rebuffi et al. ) 

CIFAR-10 𝒍𝒍∞ CIFAR-10 𝒍𝒍𝟐𝟐 CIFAR-100 𝒍𝒍∞ SVHN 𝒍𝒍∞ TinyImageNet 𝒍𝒍∞

Clean +4.51% +3.13% +11.66% +1.17% +4.24%

Robust +4.58% +4.44% +8.03% +2.92% +4.64%

Replace DDPM with EDM (Karras et al.)

 Even beat the results using 
external datasets

With the same batch size, the training time per epoch 
of our method is equivalent to the w/o-generated-
data baseline (only extra cost for data generation)

Can better diffusion models further 
improve adversarial training?

• AT requires more data (Schmidt et al.)

• External datasets are not always available

• Use DDPM (FID 3.17 on CIFAR-10)

• Recent FID: 1.97 by EDM 

class-conditional generation, 50 million generated images

 Lower FID is better
Conditional > Unconditional

 Models perform better with a longer training process

 Alleviate overfitting

 Data augmentation

 Sensitivity study on hyper-parameters

Batch size Label smoothing 𝜷𝜷 in TRADES

Paper Code Twitter

Find more interesting 
conclusions in our paper!
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