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Bag of Tricks for Training Data Extraction from Language Models

Significance of Training Data Extraction:
An effective tool to evaluate the privacy 
preserving ability of language models. 

Taxonomy of the evaluated tricks
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Pipeline: Generating-then-ranking

Prefix:
Miss Yu’s 
Phone id 
number is

GPT-
Neo
1.3B

123456
123123
111456

Generating 
Suffixes Suffix Score

123456        15.0
123123        12.2
111456          3.4

1-eidetic (Carlini et al. (2021) ): the sentence [p, s] 
appears in at most 1 example in the training data.
Evaluation Metrics: 
Precision, Recall, and Hamming distance.

Ranking by perplexity

Overall evaluation

Sampling strategy
• top-k sampling
• nucleus sampling
• typical sampling 

Dynamic context window

Dynamic position shifting

Look-ahead

Cumprod

The code is available at https://github.com/weichen-yu/LM-Extraction, primary contact Weichen at weichen.yu@cripac.ia.ac.cn.

Probability adjustment
• temperature
• repetition penalty

Bag of tricks


