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Big Bang of Diffusion Models!



Diffusion Models in 2020 (Nonequilibrium Thermodynamics)

[1] Sohl-Dickstein et al. Deep Unsupervised Learning using Nonequilibrium Thermodynamics. ICML 2015
[2] Ho et al. Denoising Diffusion Probabilistic Models. NeurIPS 2020



Diffusion Models in 2020 (Annealed Langevin Dynamics)

[3] Song & Ermon. Generative Modeling by Estimating Gradients of the Data Distribution. NeurIPS 2019
[4] Song & Ermon. Improved Techniques for Training Score-Based Generative Models. NeurIPS 2020

EBMs (BP through CNNs) → Score-based models (U-Nets)



Diffusion Models in 2021 (Stochastic Differential Equations)

[5] Song et al. Score-Based Generative Modeling through Stochastic Differential Equations. ICLR 2021

• Drift coefficient 𝑓
• Diffusion coefficient 𝑔



Diffusion Models in 2021 (They Beat GANs)

[6] Dhariwal & Nichol. Diffusion Models Beat GANs on Image Synthesis. NeurIPS 2021

• Finding better architecture through ablation (ablated diffusion model, ADM)
• Classifier guidance for improving conditional generation 



Diffusion Models in 2022 (Text-to-Image Generation)

[7] Nichol et al. GLIDE: Towards Photorealistic Image Generation and Editing with Text-Guided Diffusion Models. ICML 2022

• CLIP guidance and/or classifier-free guidance
• Same training dataset with DALLE (250M text-images pairs collected from Internet)



Diffusion Models in 2022 (Stable Diffusion)

[8] Rombach et al. High-Resolution Image Synthesis with Latent Diffusion Models. CVPR 2022
[9] Schuhmann et al. LAION-5B: An open large-scale dataset for training next generation image-text models. NeurIPS 2022

• Latent Diffusion Models
• LAION-5B (5.85B text-images pairs, ~23× compared to the dataset used by GLIDE)



Diffusion Models in 2023 (Production-Ready Applications)

[10] Zhang & Agrawala. Adding Conditional Control to Text-to-Image Diffusion Models. arXiv 2023
(https://github.com/lllyasviel/ControlNet)

https://github.com/lllyasviel/ControlNet


Practical Legal Issues: Copyright Protection 

• Tracing model infringement
(e.g., for profit-oriented large models)

Large models are becoming important intellectual property (e.g., Stable Diffusion)
• Trained by 256 A100 GPUs (150,000 GPU hours); costs $600,000 for every training
• Applies the CreativeML Open RAIL-M license

APIs of 
Large Models

This is self-developed!

Dressing up

• Downstream applications adhere to licenses
(e.g., for non-profit large models)



Practical Legal Issues: Monitoring Generated Contents

DALL-E 2 (add color band, visually perceptible)

Deepfake (draw attention since 2018)

[11] Mirsky & Lee. The Creation and Detection of Deepfakes: A Survey. ACM Computing Surveys 2020
[12] https://www.youtube.com/watch?v=oxXpB9pSETo

• With large models, it is much more challenging 
to detect and monitor generated contents 
(without context information)

https://www.youtube.com/watch?v=oxXpB9pSETo


A Long-Tested Solution: Watermarking

• Embedded into models (vs. adding color bonds as a post-processing module)
• Fast adaption and without exploiting training data (e.g., LAION-5B)
• (Almost) does not affect user experience or model performance

Text-to-image generation:

Zhao et al. A Recipe for Watermarking Diffusion Models. arXiv 2023



A Long-Tested Solution: Watermarking

Zhao et al. A Recipe for Watermarking Diffusion Models. arXiv 2023

Watermark
image

Trigger
prompt

Text-to-image generation:



A Long-Tested Solution: Watermarking

Zhao et al. A Recipe for Watermarking Diffusion Models. arXiv 2023

• Successful watermarking, but degradation on model performance  

Text-to-image generation:



A Long-Tested Solution: Watermarking

Zhao et al. A Recipe for Watermarking Diffusion Models. arXiv 2023

• Simply applying ℓ! regularization 
during finetuning

Text-to-image generation:



A Long-Tested Solution: Watermarking

Zhao et al. A Recipe for Watermarking Diffusion Models. arXiv 2023

• Model performance is largely (although not perfectly) maintained

Text-to-image generation:
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A Long-Tested Solution: Watermarking

Zhao et al. A Recipe for Watermarking Diffusion Models. arXiv 2023

• Little side effect on semantically binding trigger prompt with watermark image (in contrast to DreamBooth)

Text-to-image generation:
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A Long-Tested Solution: Watermarking

Zhao et al. A Recipe for Watermarking Diffusion Models. arXiv 2023

Text-to-image generation:

• Robust to downstream finetuning (e.g. DreamBooth)



A Long-Tested Solution: Watermarking

Zhao et al. A Recipe for Watermarking Diffusion Models. arXiv 2023

Unconditional/conditional generation:

• Less controllable compared to text-to-image generation
• Visually imperceptible and can be recovered from long tracks of solvers
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A Long-Tested Solution: Watermarking

Zhao et al. A Recipe for Watermarking Diffusion Models. arXiv 2023

Unconditional/conditional generation:



Diffusion Models for Trustworthy ML

[13] Nie et al. Diffusion Models for Adversarial Purification. ICML 2022
[14] Carlini et al. (Certified!!) Adversarial Robustness for Free! ICLR 2023

• Test-time defenses



Diffusion Models for Trustworthy ML

[15] Rebuffi et al. Fixing Data Augmentation to Improve Adversarial Robustness. NeurIPS 2021
[16] Gowal et al. Improving Robustness using Generated Data. NeurIPS 2021

• No external data

Dominate RobustBench
for two years!



Does Lower FID lead to Better Downstream Performance?

[17] Karras et al. Elucidating the Design Space of Diffusion-Based Generative Models. NeurIPS 2022



Yes! Better Diffusion Models are Indeed Better

Wang et al. Better Diffusion Models Further Improve Adversarial Training. arXiv 2023

• New state-of-the-art!



Yes! Better Diffusion Models are Indeed Better

Wang et al. Better Diffusion Models Further Improve Adversarial Training. arXiv 2023

• Even beat previous SOTA that using 
external datasets

• No extra training time
(only extra cost for generating data)
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Yes! Better Diffusion Models are Indeed Better

Wang et al. Better Diffusion Models Further Improve Adversarial Training. arXiv 2023

• Conditional > Unconditional

• Lower FID is better



Yes! Better Diffusion Models are Indeed Better

Wang et al. Better Diffusion Models Further Improve Adversarial Training. arXiv 2023

• Data augmentation seems ineffective



Future Research

Trustworthy Diffusion Models (or LLMs):
• Practical and intuitive definitions on untrustworthiness

(trustworthiness stems from social need, do not stick to elegant math)
• Scalable tools for evaluating untrustworthiness

(e.g., training data extraction as a scalable way to measure privacy)
• Finding ways to alleviate untrustworthiness

(find bugs and fix bugs) 

Diffusion Models for Trustworthy ML:
• Adversarial training (high training cost)
• Adversarial purification (high inference cost)
• How to more efficiently exploit diffusion models?
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